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Article info:  Abstract  

Bubble detecting bubble has been a basic issue in two-phase flow systems. In 

this paper, a new method for measuring the frequency of bubble formation is 

presented. For this purpose, an electronic device is designed and constructed to 

work based on a change in intensity of the laser beam. Continues light beam is 

embedded just above the needle, which is received by a phototransistor. When 

bubbles go through the light beam, they make a deviation on it and change its 

intensity. So, the electrical resistance between two bases of phototransistor 

changes, and this variation is sensed by an electronic board. Based on the 

number of interruption and duration time, the frequency of bubble formation is 

be calculated. Liquid and gas phases in the present work are water and air, 

respectively. Tests are performed in constant liquid height (60 mm above the 

needle), constant needle diameter (1.6 mm), and gas flow rates between 50 to 

1200 ml/hr. Also, three other methods are utilized to measure the bubble 

frequency: image processing (IP), numerical modeling, and theoretical model. 

Results show that with an increase in the flow rate of the gas phase, the 

frequency of formation increases approximately in a linear manner. Validation 

of methods with IP method shows that the new device has very good accuracy 

for measuring bubble formation frequency. So because of the simplicity of using 

and low cost, it can be a superseded method of image processing. 
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Nomenclature 
a Acceleration 

A Projection area of bubble 

D Diameter of bubble 

f Frequency of bubble formation 

FB Buoyancy force 

FD Drag force 

FV Virtual mass force 

F Surface tension force 

G Gravity force 

m Bubble mass 

ṁ Mass transfer 

P Circumference of the needle 

Q Volumetric flow rate 

Re Reynolds number 

  

 

u 

 

Velocity 

Uf Volume flux through the face 

V Volume of bubble 

VC Volume of cell 

Greek symbols 

q Volume fraction 

 Contact angle of bubble 

 Density 

 Interfacial tension 

Subscripts 

g Gas phase 

l Liquid phase 

p Phase p 

q Phase q 
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1. Introduction  

 
The dynamic of bubble formation has a major 

role in diverse applications related to scattering 

of gas bubbles in liquids such as water treatment, 

chemical reactors, metallurgy, and medical. 

Also, it is an important subject in the context of 

two-phase heat transfer [1-3]. This phenomenon 

is affected by different parameters such as the 

equivalent diameter of injection, the geometry of 

injection, gas flow rate, liquid and gas physical 

properties, the height of the liquid column, and 

wettability. 

On the terrain of bubble formation in various 

conditions, abundant works have been done. For 

instance, Davidson and Amick [4] worked on the 

formation of gas bubbles at horizontal orifices. 

Influence of different parameters was examined 

on the formation of bubbles such as the diameter 

of the orifice, the volume of the chamber, and 

physical properties. In another research, 

Ramakrishnan et al. [5] studied bubble formation 

under constant flow conditions and proposed  a 

model based on two-step mechanism of bubble 

formation. Also, Akita and Yoshida [6] 

investigated bubble size, interfacial area, and 

liquid-phase mass transfer coefficient in bubble 

columns. They presented dimensionless 

correlations for the average bubble size. In 

another paper, Sada et al. [7] conducted a 

research on bubble formation in a flowing liquid. 

They found that the bubble size in the flowing 

liquid decreases with increasing superficial 

liquid velocity and decreasing gas flow rate. 

Furthermore, Tsuge and Hibino [8] investigated 

bubble formation from an orifice submerged in 

liquids. The effects of various factors, such as 

orifice diameter, gas physical properties and gas 

chamber on the volume of bubbles were 

explored. Also, Kim et al. [9] developed a 

theoretical model for bubble and drop formation 

in flowing liquids in microgravity using a force 

balance. They found that the bubbles are 

detached from the nozzle only by the liquid flow 

drag. Byakova et al. [10] examined the influence 

of wetting conditions on bubble formation at the 

orifice in an inviscid liquid mechanism of bubble 

evolution. They concluded that the influence of 

operating variables on the formation of the 

bubble is different under various wetting 

conditions. Corchero et al. [11] performed 

experimental investigations on the effects of 

wetting conditions and flow rate on bubble 

formation at orifices. Also, a simple model of the 

bubble shape at detachment was proposed that 

gives results in good agreement with those 

obtained from experiments done at small flow 

rates. Qu and Qiu [12] worked on bubble 

dynamics under a horizontal microheater array. 

They studied the effects of Marangoni, 

buoyancy, and drag forces on the bubble 

dynamic phenomena using experimental data. In 

another work, Ohta et al. [13] conducted a 

computational study on the dynamic motion of a 

bubble rising in Carreau model fluids. They 

utilized the Volume of Fluid (VOF) numerical 

model in order to simulate the mechanism of 

bubble formation. They discussed bubble rise 

motion in shear-thinning fluids in terms of the 

effective viscosity, and the effective Reynolds 

and Morton numbers. In another work, Vafaei et 

al. [14] investigated the bubble growth rate from 

needle nozzles. They realized that the bubble 

volume expansion rate follows a cyclic behavior 

for the substrate nozzles while it shows a smooth 

decrease after an initial increase for the needle 

nozzles. Finally, Di Bari and Robinson [15] 

conducted an experimental study of gas injected 

bubble growth from submerged orifices. The 

quasi-static growth and departure characteristics 

showed little dependence on the growth rate 

while having a notable dependence on the orifice 

size. 

Among the parameters influencing the formation 

of bubbles, the frequency of bubble formation 

and its relationship with gas flow rate are the 

major issues for bubble formation, which have 

been attracted many attentions in the literature. 

Almost in all investigations, it is found that the 

bubble frequency increases with increasing gas 

flow rate [16–20]. Most researchers utilized a 

high-speed camera and image processing (IP) 

method to compute frequency of bubble 

formation which has high cost and time-

consuming. Also, in industrial applications of 

bubble formation, the image processing cannot 

be used because of the need to momentary 

measure the frequency. Some researchers 

measured the frequency by counting the number 

of bubbles generated in a specified interval, 
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although it is not an accurate method nowise. 

Another method for measuring bubble formation 

frequency utilized by some researches is the use 

of different kinds of probes, like optical and 

conductivity probes, which are high costs as 

high-speed cameras. For instance, Harvey et al. 

[21] measured vapor bubble using image 

analysis. They presented a method of computer 

image analysis to determine flow quantities of a 

single vapor bubble as it evolves near a rigid 

boundary. Also, Davidson et al. [22] measured 

the frequency of bubble formation by 

stroboscopic illumination. By experimental 

investigations, they concluded that the frequency 

of bubble formation decreases with increasing 

orifice diameter. In another paper, Lguchi et al. 

[23] investigated the effects of cross-flow on the 

frequency of bubble formation from a single-

hole nozzle using a high-speed camera. They 

compared the frequency of bubble formation in 

a rotating bubble bath with that of a stationary 

one and concluded that before a critical value of 

cross-flow velocity, the ratio of frequencies is 

unity and after that, it changes in a complex 

manner. In another research, Badam et al. [24] 

perused regimes of bubble formation 

experimentally utilizing a high-speed camera. 

They found that at high gas flow rates, bubble 

formation frequency remains constant and 

bubble volume is almost independent of surface 

tension. Also, Zhang et al. [25] worked on drag 

coefficient on bubble rising. They calculated the 

volume of the bubble by dividing the gas flow 

rate to bubble formation frequency. They 

measured the frequency of bubble formation by 

counting the bubbles generated in a time 

interval. In addition, Hanafizadeh et al. [26–28] 

in a series of studies investigated the formation, 

growth, and detachment of gas bubbles produced 

from a submerged needle in water using a high-

speed camera. They concluded that bubble 

formation frequency strongly depends on the 

contact angle and the surface tension, and it 

increases with increasing gas flow rate. 

In the current work, a new method for 

calculating bubble frequency is presented. In this 

method, an electronic device is designed and 

constructed to work based on changes in the 

intensity of the light beam. Also, the frequency 

is measured using image processing, numerical, 

and theoretical methods. Finally, errors of 

methods are computed in comparison with the IP 

method (because this technique has been widely 

used in the literature) and the most accurate 

method is specified. 

 

2. Experimental apparatus 

 
Schematic view of the experimental setup of the 

present work is shown in Fig. 1. The 

experimental system consists of a syringe pump, 

a square column, a standard circular needle with 

1.6 mm diameter, a light source, a high-speed 

video camera (1200 fps), and a frequency meter 

device. For photographic observations, the 

square column made from PMMA with a 

dimensions of 100 mm × 100 mm × 300 mm and 

open to the atmosphere at the top is utilized ((1)  

in Fig. 1). The height of the liquid is constant and 

equal to 60 mm above the needle. The camera 

records movies with 1200 fps and 336×96 pixels 

((4) in Fig. 1) and sends them to the computer 

((6) in Fig. 1) for image processing. In order to 

wipe out reflections, one 800 W halogen lamp is 

placed just in front of the camera ((5) in Fig. 1). 

The injection system located at the bottom of the 

column is composed of a needle ((2) in Fig. 1) as 

a source of injection joint to an automatically 

controlled syringe pump ((3) in Fig. 1). The 

syringe pump is filled with air, and the flow rate 

range is between 50 to 1200 ml/hr. The 

frequency meter system contains a 200 mW laser 

((9) in Fig. 1), a phototransistor ((7 in Fig. 1) and 

an electronic board ((8) in Fig. 1) for processing 

data. The range of operating conditions are given 

in Table 1 (physical properties are computed at 

20oC). 

 
Table 1. The range of operating conditions. 

Parameter value 

Flow rate 50-1200 mlph 

Needle diameter 1.6 mm 

Liquid height 60 mm 

Liquid viscosity 0.001 Pa. s 

Surface tension 72.5×10-3 N. m-1 

Water density 997.05 kg. m-3 

Air density 1.15 kg. m-3 
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Fig. 1. Schematic view of the experimental setup; (1) 

bubble column, (2) injection needle, (3) syringe 

pump, (4) high-speed video camera, (5) light source, 

(6) computer, (7) phototransistor, (8) electronic 

board, and (9) laser. 

 

When the variables are the values of 

experimental measurements, they have 

uncertainties due to measurement limitations. 

For the present research, the uncertainties of 

measured data are given in Table 2. In this table, 

based on the accuracy of the measuring 

instruments, the precision of the major 

parameters is reported. Moreover, based on the 

analysis of the uncertainty studied by Lazar et al. 

[29], the uncertainty of the bubble diameter and 

volume are computed. 

 
Table 2. The uncertainty of the experimentally 

measured variables. 

Parameter 
Amount of 

uncertainty 

Percentage of 

uncertainty 

Air flow rate − 3% 

Needle diameter 0.005 mm − 

Physical 

calibration scale 
0.005 mm − 

Image 

calibration scale 
1 𝑝𝑖𝑥𝑒𝑙 − 

Bubble diameter 0.05 mm − 

Bubble volume 0.1 mm3 − 

 

3. Methodology 

 

As mentioned before, four methods are utilized 

in this project to measure the frequency of 

bubble formation; image processing (IP), 

frequency device, numerical modeling, and 

theoretical model. Each of this methods is 

explained except the IP method. For the detail of 

the IP method see Ref. [30]. 

3.1. Frequency measurement unit 

In order to measure the frequency of bubble 

formation, a continuous light beam is embedded 

just above the needle, which is received by a 

phototransistor as shown in Fig. 1. When 

bubbles go through this light beam, make a 

deviation on that and change the intensity of 

light. So, the electrical resistance between two 

bases of phototransistor changes and this 

variation is sensed by an electronic board. 

According to the number of interruption and 

duration time, the frequency of bubble formation 

can be calculated. Fig. 2(a) and (b) shows the 

continuous and interrupted light beam by rising 

bubble, respectively. 

 

  

(a) (b) 

Fig. 2. (a) Continuous light beam and (b) interrupted 

light beam by the bubble. 

 

The phototransistor is an analog sensor that its 

electrical resistance changes with the received 

intensity of light. To measure this with a 

microcontroller, the resistance should be 

converted to voltage in a suitable range. For that 

reason, a voltage divider is recruited. Voltage 

divider allows the microcontroller to measure 

the resistance of the sensor. The sensor is wired 

in series with a known resistance to form a 

voltage divider, and a known voltage is applied 

across the divider. Then the center tap of the 

divider is connected to microcontroller's analog-

to-digital converter and the tap's voltage is 

measured. Next, by using the known resistance 

and voltage, the resistance of the sensor can be 

computed. 
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Fig. 3 illustrates the measured voltage versus 

time for different flow rates. The peaks of the 

charts are related to the moments in which the 

laser beam is interrupted by rising bubbles. 

Furthermore, it is clear that with increasing gas 

flow rate, the distance between peaks gets closer 

to each other which means the frequency of 

formation increases. This can be justified by this 

fact that with increasing gas flow rate, the 

upward forces acting upon rising bubble 

dominates downward forces and resulted in a 

lower time of formation. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. Fluctuation time for (a) 400 (b) 600 (c) 800 (d) 1000 

ml/hr flow rate with frequency device. 

3.2. Theoretical modeling 

To compare the obtained results from the 

presented method, a theoretical model based on 

force balancing is also used in this paper. 

Assumptions of force balancing in the 

theoretical modeling are as follows: 

 All properties of fluids are assumed to be 

constant and are computed at room temperature. 

 Bubble growth happens adiabatically and 

axisymmetric. 

 The liquid is quiescent, so the liquid trust 

force is not considered. 

 The pressure of the gas is uniform within the 

bubble, and the influence of gas viscosity is 

negligible due to the high Reynolds number. 

 Gas momentum force is negligible 

compared with other forces acting on the bubble. 

 As the thickness of the orifice is negligible, 

in comparison with the equivalent diameters of 

it, the contact line between the needle and bubble 

is considered to be fixed to the inner rim of the 

needle. 

Based on the second law of Newton and the 

above assumptions, and by considering Fig. 4, 

the force balance equation can be written as 

follow: 

 
𝑚𝑎 = 𝐹𝐵 + 𝐹𝜎 + 𝐹𝐷 + 𝐹𝑉 + 𝐺 (1) 

 

where FB, F, FD, FV, and G are buoyancy, 

surface tension, drag, virtual mass, and gravity 

forces, respectively [31]. So force balance can be 

written as follow: 

 

𝑚𝑔𝑎𝑦 = (𝜌𝑙 − 𝜌𝑔)𝑔𝑉𝑔 − 𝜎𝑃𝑠𝑖𝑛𝜃

−
1

2
𝜌𝑙𝐶𝐷𝑢𝑔

2𝐴

−
1

2
𝑉𝑔𝜌𝑙𝑎𝑦  

  (2) 

 

By simplifying the above equation, the final 

equation for bubble volume is as follow: 

 

𝑉𝑔 =
𝜌𝑙𝐶𝐷𝑢𝑔

2𝐴 + 2𝜎𝑃𝑠𝑖𝑛𝜃

2(𝜌𝑙 − 𝜌𝑔)𝑔 − (𝜌𝑙 + 2𝜌𝑔)𝑎𝑦

      (3) 

 

where:  

𝜌𝑙: Density of liquid phase 

𝜌𝑔: Density of gas phase 
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𝐶𝐷: Drag coefficient (that is dependent on 

Reynolds number) 

𝑢𝑔: Gas velocity 

𝑆:  Reference area of the bubble (that is equal to 

𝜋 𝐷2 4⁄ ) 

𝑎𝑦: Acceleration of rising bubble 

𝜎: The surface tension between water and air 

𝜃: Contact angle of the bubble at the detachment 

𝑃: Circumference of the injection needle  

 

For Reynolds numbers between 20 and 260, 𝐶𝐷 

can be calculated by Ishii equation (Eq. (4))  

[32]: 

 

𝐶𝐷 =
24

𝑅𝑒
(1 + 0.1𝑅𝑒0.75)    (4) 

 

Finally, the frequency of bubble formation can 

easily be computed using the flow rate as below: 

 

𝑓 =
𝑄

𝑉𝑔

= 𝑄 ×
2(𝜌𝑙 − 𝜌𝑔)𝑔 − (𝜌𝑙 + 2𝜌𝑔)𝑎𝑦

𝜌𝑙𝐶𝐷𝑢𝑔
2𝐴 + 2𝜎𝑃𝑠𝑖𝑛𝜃

   

    (5) 

 

where 𝑄 is the flow rate of the dispersed phase 

and 𝑉𝑔 is the volume of the bubble at the 

detachment. 

In this research, velocity and also its changes are 

very small at detachment, so drag force and 

acceleration are negligible. Therefore, Eqs. (3) 

and (5) are simplified as below: 

 

𝑉𝑔 =
2𝜎𝑃𝑠𝑖𝑛𝜃

2(𝜌𝑙 − 𝜌𝑔)𝑔
 (6) 

𝑓 =
𝑄

𝑉𝑔

= 𝑄 ×
2(𝜌𝑙 − 𝜌𝑔)𝑔

2𝜎𝑃𝑠𝑖𝑛𝜃
 (7) 

 

Q in the above formula is obtained from the 

syringe pump that plays both roles of injection 

and controlling flow. l, g and are physical 

properties of the liquid and gas phase and are 

measured at 20oC. P is the circumference of the 

circular needle that can easily be computed from 

the below equation: 

 
𝑃 = 𝜋𝐷 (8) 

 

where D is the diameter of the needle. Finally,   

is the contact angle of the bubble at detachment 

that is computed using experimental data 

processed by the image processing method. So, 

a theoretical method is dependent on 

experimental data due to the contact angle. 

 

 

Fig. 4. Schematic force balance in the current study. 

 
3.3. Numerical modeling 

 

In this study, the bubble formation process is 

simulated by applying the VOF method. The 

flow is supposed to be Newtonian, and the gas 

and liquid phases are considered as 

incompressible fluids. Two or more immiscible 

fluids can be modeled by the VOF model 

through solving a single set of momentum 

equations and exploring the volume fraction of 

the fluids all over the domain. The VOF 

formulation is based on not osmosing the two or 

more fluids (or phases). For each additional 

phase, the volume fraction of the phase in the 

computational cell is introduced. The volume 

fractions of all phases sum up to unity for each 

control volume. If the 𝑞𝑡ℎ fluid’s volume 
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fraction in the cell is marked as 𝛼𝑞, then three 

conditions may happen [33]: 

 𝛼𝑞 = 0: The cell is empty (of the 𝑞𝑡ℎ fluid). 

 𝛼𝑞 = 1: The cell is full (of the 𝑞𝑡ℎ fluid). 

 0 < 𝛼𝑞 < 1: The cell contains the interface 

between the 𝑞𝑡ℎ fluid and one or more other 

fluids. 

Suitable properties and variables are 

determined for each control volume within 

the domain based on the local value of 𝛼𝑞. 

3.3.1. Volume fraction equation 

Exploring the interface(s) between the phases is 

accomplished by solving the continuity equation 

for the volume fraction of one (or more) of the 

phases. For the 𝑞𝑡ℎ phase, this equation is as 

follows [33]: 

 

1

𝜌𝑞

[
𝜕

𝜕𝑡
(𝛼𝑞𝜌𝑞) + ∇ ∙ (𝛼𝑞𝜌𝑞𝜈𝑞)

= 𝑆𝛼𝑞

+ ∑(�̇�𝑝𝑞 − �̇�𝑞𝑝)

𝑛

𝑝=1

] 

(9) 

 
where �̇�𝑝𝑞 is the mass transfer from phase 𝑞 to 

phase 𝑝 and �̇�𝑝𝑞 is the mass transfer from phase 

𝑝 to phase 𝑞. 

The volume fraction equation is not solved for 

the primary phase, while the primary-phase 

volume fraction is computed based on the 

following constraint [33]: 
 

∑ 𝛼𝑞

𝑛

𝑞=1

= 1 (10) 

 
The volume fraction equation can be solved 

through implicit or explicit time discretization. 

Because of the faster convergence rate of the 

explicit method, using this method is preferred 

in this paper. 

3.3.2. The explicit scheme 

The formulation of this method can be defined as 

below [33]: 

 
𝛼𝑞

𝑛+1𝜌𝑞
𝑛+1 − 𝛼𝑞

𝑛𝜌𝑞
𝑛

Δ𝑡
𝑉𝑐

+ ∑(𝜌𝑞𝑈𝑓
𝑛𝛼𝑞,𝑓

𝑛 )

𝑓

= [𝑆𝛼𝑞

+ ∑(�̇�𝑝𝑞 − �̇�𝑞𝑝)

𝑛

𝑝=1

] 𝑉 

  (11) 

 

where 𝑛 + 1 is the index for new (current) time 

step, 𝑛 is the index for previous time step,  𝛼𝑓,𝑞 

is the face value of the 𝑞𝑡ℎ volume fraction, 𝑉𝑐 is 

the volume of the cell, and 𝑈𝑓 is the volume flux 

through the face, based on normal velocity. This 

formulation does not require the iterative 

solution of the transport equation during each 

time step. 

 

3.3.3. Momentum equation 

 

Throughout the domain, a single momentum 

equation is solved, and the resulting velocity 

field is shared between the phases. The 

momentum equation is dependent on the volume 

fractions of all phases through the properties of 

𝜌 and 𝜇 as below[33]:  

 
𝜕

𝜕𝑡
(𝜌𝜈) + ∇. (𝜌𝜈𝜈)

= −∇𝑝
+ ∇. [𝜇(∇𝜈 + ∇𝜈𝑇)]

+ 𝜌�⃗� + �⃗� 

(12) 

 
It should be noted that both phases in the present 

study are considered to be incompressible. 

In cases with large velocity differences between 

the phases, the accuracy of the velocities 

calculated near the interface can be adversely 

affected, and this is one restriction of the shared-

field approximation. 

In Fig. 5, bubble formation sequence as a 

comparison between experimental and 

numerical methods for 800 ml/hr flow rate can 

be seen. Generally, the formation of bubble 

happens in three different stages: weeping, 

expansion, and detachment. In the first stage, the 

bubble is not conducted due to the high 
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contribution of downward forces. In next stage, 

a bubble is formed with low velocity, so upward 

and downward forces are approximately. In the 

final stage, upward forces dominate downward 

ones, and an acceleration movement happens. 

Also, as shown in this figure, the numerical 

method can predict the sequence of the bubble 

formation pretty well and has a good agreement 

with the real bubble formation process. 

 

 
Fig. 5. Comparison of bubble formation sequence 

between numerical and experimental data for 800 

ml/hr flow rate. 

In order to calculate the bubble frequency 

formation using a numerical method, contours of 

volume fraction are gathered as picture files and 

then by image processing method, the frequency 

is computed. 

 

4. Results and discussions 

 
Results are divided into two sections: results of 

frequency device, as the main approach of the 

current paper, and those of other methods. In the 

first section, details of gathering processing data 

by frequency and the device are explained and 

presented. In the next section, the results of other 

methods are just presented.  

The results gathered by the frequency device are 

shown in Fig. 4. As shown in these diagrams, 

ADC0's number versus time can be seen. By 

interrupting the light beam by bubbles, the 

ADC0's number reaches approximately 250. So 

by the number of peaks in diagrams and duration 

time of them, the frequency of bubble formation 

can easily be computed. Also, it is clear from the 

figure that with increasing gas flow rate, the 

number of picks in a certain time 

increasesmeaning that the frequency of 

formation increases. The results of methods 

applied to measure the frequency of formation 

for different flow rates are shown in Table 3. 
 

Table 2. Comparison of frequency results of different 

methods. 
Flow 

rate 

(ml/hr) 

Image 

processing 

(Hz) 

Frequency 

device 

(Hz) 

Numerical 

(Hz) 

Theoretical 

(Hz) 

50 0.4836 0.4754 0.7097 0.4886 

100 1.0093 0.9894 1.4493 0.9491 

200 1.8519 1.8186 2.0534 1.7908 

400 3.4823 3.4448 3.5714 3.5218 

600 5.2131 5.1570 5.6818 5.2570 

800 7.0468 6.9655 6.8966 6.9382 

1000 8.4906 8.3219 8.8757 8.6539 

1200 10.8768 10.6704 10.1371 10.3837 

 

As the IP technique has been widely used in the 

literature, the obtained results of the other 

methods are compared with this  method. The 

calculated percentage of errors are tabulated in 

Table 4. The presented errors are computed 

according to the following  equation: 

 

%𝐸𝑟𝑟𝑜𝑟 =
𝑓𝐼𝑃 − 𝑓𝑖

𝑓𝐼𝑃

× 100  (13) 

 

where 𝑓𝐼𝑃 and 𝑓𝑖 are the frequency of bubble 

formation measured from the IP and other 

methods, respectively. 

 
Table 4. Errors of different methods in comparison 

with the IP method. 
Flow 

rate 

(ml/hr) 

Frequency 

device 

(%) 

Numerical 

(%) 

Theoretical 

(%) 

50 1.6956 46.7535 1.0339 

100 1.9717 43.5946 5.9645 

200 1.7982 10.8807 3.2993 

400 1.0769 2.5587 1.1343 

600 1.0761 8.9908 0.8421 

800 1.1537 2.1315 1.5411 

1000 1.9869 4.5356 1.9233 

1200 1.8976 6.8007 4.5335 

 

As shown in Table 4, the results of frequency 

device have most accordance with IP. It shows 

that in spite of the low cost of this device, its 

accuracy is acceptable. Also, errors of theory 

model show that in the current range of flow 

rates (50 to 1200 ml/hr) and present operating 

conditions, balance of forces can easily be 

defined as a balance of buoyancy and surface 
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tension forces. It demonstrates assumptions for 

deriving Eq. (7) are admissible. Finally, as 

shown in Table 4, the numerical method has the 

lowest accuracy, especially at high flow rates, 

but it is not originated from the actual results so 

far. One major reason of this low accuracy is the 

difficulty of modeling the interface of gas and 

liquid phases in the numerical model due to the 

numerical diffusion and the need for a high grid 

resolution, which results in a non-sharp 

interface. 

Fig. 6 shows the frequency of bubble formation 

versus flow rate for four mentioned methods. As 

can be seen, the frequency of formation 

increases approximately linearly with increasing 

gas flow rate. It can be justified with this fact that 

increasing gas flow rate tends to the increase in 

momentum of the bubble. As a result, faster 

detachment is obtained in higher frequency of 

formation at higher flow rates. As shown in  Fig. 

6, the frequency device method has the most 

precision between two other methods (numerical 

and theory model). Also, results confirm the 

previous researches which by increasing the 

flow rate of gas injection, the frequency of 

bubble formation increases. 
 

 
Fig. 6. Frequency of bubble formation versus flow 

rate for four methods. 

Fig. 7 illustrates the diagram of IP versus 

frequency device method. The average root 

mean square error between the results of 

frequency device and image processing method 

is less than 2%showing that the device has good 

accuracy. 

 
Fig. 7. Frequency of bubble formation from IP 

method versus frequency device method. 

 

To put the accuracy of this method into 

perspective, two of the most important 

correlations presented for calculating the volume 

of the bubble at the detachment in constant flow 

condition are taken into account. Then using Eq. 

(7), the frequency of formation for each 

correlation is calculated and compared with the 

experimental data of the present study, and 

shown in Fig. 8. As can be seen, both 

correlations presented by Gaddis and Vogelpohl 

[34] and Jamialahmadi et al. [35] have good 

agreement with the experimental data, especially 

at relatively low flow rates. The most error 

between the experimental data and Gaddis and 

Vogelpohl correlation is about 14%, while this 

error for Jamialahmadi et al. correlation is about 

18%. 
 

 
Fig. 8. Prediction of frequency from various 

correlations and experimental data of the present 

work. 
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5. Conclusions 

 
In this paper, an electronic device is designed 

and constructed to measure the frequency of 

bubble formation based on a change in intensity 

of the laser beam. The main features of the 

device are: 

 High accuracy despite the low cost 

 The ability of momentary measuring of 

bubble or any other object frequency for 

industrial applications 

 Simple electronic circuit 

 So simple to use 

The accuracy of this new method is compared 

with other common methods: IP, numerical and 

theoretical modeling. Results show that this 

method has very good accuracy. The average 

root mean square error between the results of 

frequency device and image processing method 

is less than 2%. So it can be used as an alternative 

method of image processing in many 

applications. 
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